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Gantt chart

8/1/2022 2/17/2023 9/5/2023 3/23/2024 10/9/2024

M18.1 Build HIL platform 100%
M18.1 Actual Progress ke

M18.2 Design test protocols and test:
M18.2 Actual Progress

M18.3 Write testing automation scripts:
M18.3 Actual Progress
M18.4 Develop validation method
M18.4 Actual Progress

100%

100%

100%

Milestones

Task 18.1: Develop Software Models
and Build HIL Platform

Deliverables Plan

HIL Platform Setup and Activation

HIL Platform Connection Setup
Simulation on IEEE C37.118 Slave
Model

it 9
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Milestone
Date (MM/YY)

04/23

Available Date
(MM/YY)

04/22
04/22

09/22
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Qutline and Peripheral Devices T-r TTW e

1. Peripheral devices preparation

2. HIL platform simulator

3. HIL platform connection to the local host

4. Realization of the IEEE C37.118 slave model to data output

Major components:

Grid Connected PV system

Real-Time Automation Controller (SEL-3555)

Phasor Data Concentrator (SEL-3573)

Communication and Network Security Devices (SEL-2730, SEL-3620)
Intelligent Electronic Devices (SEL- 351s, SEL- 751 & SEL-735)
Satellite-Synchronized Clock (SEL-2401)

SEL Software: Rtac AcSELerator, PDC Assistant, AcSELerator QuickSet,
SynchoWAVe Event.

No s WwNE



Real-Time Automation Controller (SEL-3555)
Software: Rtac AcSELerator

* RTAC login - Web Interface to
Configuration IP addresses

e RTAC Data Base login - Rtac
AcSELerator

* Select Communication Protocol (DNP)
And Add Devices (SEL-351s) to create
a project

Local HMI wfhg
—| @

* Add Binary/Analog input and output
tags

s

GP3 Clock

* Go online, make sure offline pin is
false under DNP Controller tab
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Phasor Data Concentrator (SEL-3573), Software: PDC Assistant

* Allows to time-align and concentrate
IEEE C37.118-compliant phasor data
from PMU

* Integrated archiving capability of all
PMU data

e Set up the relays PMU with
AcSELerator Team

* Configure SYNCHROWAVE PDC
Assistant Settings

e PDC Assistant: perform different
calculations on streaming phasor data




Intelligent Electronic Devices (SEL- 351s, 751, 735, 2401, C662)
Softeware: AcSELerator QuickSet, SynchoWAVe Event

 Comprehensive feeder and
overcurrent protection

e Reliable Class A measurements

* Accurate Time Synchronization to
PMUs

* AcSELerator QuickSet: Set up Relays,
Meter and GPS settings

* SynchoWAVe Event: Analysis of events
gather though QuickSet
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Communication and Network Security Devices (SEL-2730M, 3620)

* Perform secure and proxy user access
for serial-and Ethernet-based
intelligent electronic devices (IEDs)

e Ethernet connectivity for SCADA,
engineering access, and control, and it
offers the same reliability found in SEL
protective relays.
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Software preparation T'-I T‘Lf s

Download the RT-lab installation pack from the OPAL-RT website
Install it on our secondary hard drive for better software performance
Set up the software workspace at that drive—all of the models and simulation files

will be stored in that workspace folder.
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Software configuration by g
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Add localhost in the target tag, which has the IP address of 127.0.0.1 to indicate the local computer
Activate multiple RT Lab software in different local computers for multi-tasking.

Directly utilize an ethernet cable to connect the OPAL-RT simulator and lab server

Utilize the USB ethernet adapter for the lab server & the ENO 1 port on the simulator for remote control
Configure the same IP address of our USB ethernet port as the simulator port, which allows successful
communication between the simulator and the lab sever

The interface of RTlab software
shows a successful connection
' to the simulator. 9
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Streaming data visualization
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To further verify the simulator's output, we connected RT-LAB with two different software to visualize the
streaming data.
1. The first software is PMU Connection Tester, which is a Grid Protection Alliance (GPA) developed
Windows GUI application used to validate connections from phasor measurement devices.
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Screenshot of successful connection on PMU Connection Tester 10



Streaming data visualization oio s

2. The second software is Synchrophasor Based Machine Learning (SBML) software which is developed

by our group for streaming data fault detection.
By inputting the same IP address and the port number of the C37.118 Slave model from the simulator
to two different software, both software can successfully communicate and plot the streaming data.

File Toolbox Help
Transfer Learning for Event Type Detection Online Learning |

Supervised/Unsupervised Learning for Event Identification ‘ |

1. Training Data Selection and Preprocessing

Load | ‘ Preprocess |

2. Map Information

Load Bus Information File | ‘ Load Line Information File |

3. Machine Learning Method Selection

Supervised Learning Unsupervised Learning

Change Point Detection|

Logistic Regression

Hybrid Method

PCA Clustering

All

‘ Support Vector Machine ‘ ‘ Nearest Neighbors ‘ - e T
lerarchical ree

Information

4. Output Display

Event Time ‘ | Event Type | ‘ Event Location ‘ | All |

5. Connection Parameters

IP Address:
192.168.5

Port Number:
Kann

Screenshot of successful connection on SBML software
11



Case study

1. Real-Time Performance Monitoring of Load-Flexible, Grid-Connected Buildings

’/' Real-time sumnlator \ ‘.'ultage
Typical Current,
Distribution Flectricity Software-designed
System Price, ... controller ' Efficient
r & | Building
I Technology
I
—_—
Control
P Objects in
Smart
Energy Building
Consumption

Hardware setup of the EBT applications for data generation and verification
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Validation (Utility-Connected Grid and Hardware-In-the-Loop) e :ﬂ""m

1. Microgrid controller

1. More IEDs interfacing with
RTAC through available
communication protocol and
ports

2. Instruments and Control
Circuits system with reclosers
and breakers

SCADA HMI
3. Power-HIL

PMU
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Preliminary Co-Simulation Platform
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Energy-Cyber

Energy
Infrastructura

Cyher
Security

Thanks for your attention!

Theme 1: Cyber-
___ Physical System

(CPS) Data
Preparation

| Theme 2: Data
Analytics for
Monitoring

Theme 3: Control

~ and Validation

Project 1: Physical
— Processes as

T1: Realization of advanced energy management applications
T2: Digital representation of physical processes and T3: Data collection

Cybersecurity Assets . .
operational process modelling and aggregation
] Project 2: Knowledge
Base Establishment and A i evel th | ) o
; . = T4: Multi-level threat intelligence knowledge
L Representation Learning base (MITRE) T5: Adversarial mimicking (Theoretic)

of Threats

Project 3: Cyber Attacks

— Detection of IT/OT
Architecture

Project 4: Cyber
— Resilience and

Actions

Project 5: Future-

Robustness for Control

T6: Threat hunting (Actively learning)

T7: Malware threats mitigation (Smart

— enemy? Reduce probing and plan) T10: Multilayer anomaly

detection (Uncertainty)
T9: False Data Injection
(Physical Embedding)

— T8: Detect event mimicking attacks

— T11: Al-based intrusion detection

(Engage operator)

T12: Explainable cyber-Al analytics (Metric +
— Temporal)

[ T13: Firmware verification (Edge)

T16: RL control for CPS

T14: Attack tolerance (Insensitive to the attack) B (Advise Sys Operator)

T15: Self healing and auto-remediation
(Optimization)

[ T17: ICS security by design

~ Proof Architectures L T18: Hardware in the loop

BIRD-ICRDE Cybersecurity 15
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