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Large Power Grids: Large and Diverse Action Space

Example:  IEEE 118-Bus system: about 12 million possible actions

Discrete actions:
• Topology actions: changing the topology of certain substations (TG)
• Status actions: transmission or power line switching (PLS)

Continuous actions:
• Redispatch actions: changing the operating schedule of power plants
• Curtailment actions: limiting the production of renewable generators
• Set-storage actions: changing the role of some storage units from 

loads to generators or vice versa



Test includes questions from the 5 books
(Grid under attack) 
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Line Graph of a Power Grid Network and TGCN

• TGCN: action specific (e.g., five different TGCNs 
depending on the action types)

• Input: currents from all nodes in the line graph
• Output: currents from all nodes in the line graph
• Training data: Grid2op simulations



TG AgentPLS Agent

Correlation of Line Current Flow under Attack

Correlations are neither too small nor too large, justifying TGCN



TGCN Aided RL for Optimal Agent Selection Under Attack

Reward ≡ 1
1+𝑁𝑁>

𝜚𝜚 ≡
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑁𝑁> - number of lines in the network 
with 𝜚𝜚 greater than a threshold



Examples of TGCN Prediction



Selection of Controller Based on TGCN Prediction



Industrial Partner and Commercialization

The ASU Task 16 team is working with John Dirkman’s team at Resource Innovations Nexant to 
implement the principle and methodologies of reinforcement learning control of cyber physical systems 
into the existing industrial software tools. 

John on 3/1/2023:
“Regarding the manuscript for RL 
(Task 16) I would be happy to co-
author this work and I will also 
consider the potential for
commercialization. I will also 
evaluate if we could also use 
Grid360 to further valuate and test 
the developed code.”

3/10/2023: A commercialization 
meeting with John, who deemed. 
the TGCN framework interesting 
and potentially commercializable.
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