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The Threat



Research Plan
1. Implement RT-DF Technologies

• Survey STOA Audio Cloning
• Collect Existing Code
• Implement Methods
• Evaluate Quality (blind)

2. Analyze RT-DF Limitations
• Stress training data limits
• Stress tech limits
• Stress scope limits

3. Develop DF-Captchas (challenges)
• Enumerate challenges with usability

4. Develop response analysis
• Static Anomaly Detection (artifacts)
• Temporal Anomaly Detection (failure point)

Repeat 1-4
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Research Plan        Present = T+12

Solution: DF-Captcha
A Turing Test on content generation



How It Works

RT-DF models are limited by their
Technology
1. Inference speed
2. Feature representations
3. Training
Resources
1. Data Collection
2. Knowledge
3. Labeling
4. Assets

We can force a RT-DF to break 
by pushing these limitations

Example:
Training a RT-DF model to be excellent at both speech 
and sing is hard. 

If the caller tries to sing, the model will cause distortions 
in the audio.



How It Works

The Captcha System

1) 𝐴𝐴 → 𝐵𝐵: 𝑐𝑐
𝐴𝐴 sends caller 𝐵𝐵 a challenge
E.g., “hum a specific song”

2) 𝐵𝐵 → 𝐴𝐴: 𝑟𝑟𝑐𝑐
𝐵𝐵 sends defender 𝐴𝐴 a response 
(an attempt at performing the challenge)

3) 𝐴𝐴:𝑉𝑉 𝑟𝑟𝑐𝑐 ∈ {𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝, 𝑓𝑓𝑝𝑝𝑓𝑓𝑓𝑓}

Finally, 𝐴𝐴 verifies the challenge:
1) Realism: Did the model break?
2) Identity: Did the RT-DF get turned off?
3) Task: Was the task performed?
4) Time: Was the response performed in real-time?

…all 4 must pass



How It Works

Captcha Challenges for Voice RT-DF



RT-DF System Design
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Evaluation

Models

Realism
• 5 different DF detection models
• SpecRNet, OC-Resnet18, GMM-ASVspoof, PC-DARTs, LOF

• Each was used as baselined too

Task
• GMM classifier on MFCC features

Identity
• Anomaly detector based on voice embeddigns taken from a 

pretrained voice recog. model

Datasets



Evaluation

RT-DF Attacks (2019-2021)
• StarGANv2
• AdaIN-VC
• ASSEM-VC
• FragmentVC
• MediumVC

Some offline Voice DF can be made real-time!
Example with StarGANv2:






Evaluation

Captcha audio vs regular audio (baseline)



Evaluation

End-to-end Performance
• Random Captchas selected
• Realism, Identity and task detection models 

Summary:

DF-Captcha: 
TPR: 0.89-1.00
FPR: 0.0-2.3 
ACC: 91-100% 

Baseline (best detector SpecRNet)
TPR: 0.66
ACC 71%  @ FPR=0.01 



Research
Extend system to Video RT-DFs (find captchas baselines etc…)

Publicity
• Interview on Real-time audio deepfake threat
• ASIA CCS ’23 paper (response on 22nd of March) 

Commercialization
• Still no cooperation found

• We need industry contacts
• Will publicize during the next webinar

Next Steps
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